
Users’ Trust in and Concerns about  
Automated Driving Systems

Automation technology is rapidly progressing and 
becoming more common in production vehicles. This 
technology can range from driver support features, 
where the system assists drivers on some driving tasks, 
through more advanced automated driving features, 
where the driver has fewer responsibilities while behind 
the wheel. Experts foresee vehicles with these automation 
technologies contributing to the reduction in human 
error–induced crashes. Additionally, automated vehicles 
(AVs) can decrease road congestion, fuel consumption, 
and emissions through more efficient traffic operations 
and route planning (Suresh and Manivannan, 2014; 
Fagnant and Kockelman, 2015) and improve travel options, 
particularly for the elderly and disabled (Nordhoff et al., 
2016). In order to maximize these benefits, large-scale 
market penetration of AVs, as well as infrastructure 
changes, are critical. Towards this, it is essential to secure 
public trust for these technologies. It is equally important 
to understand how trust varies with the types and 
capabilities (or levels) of the automated technology. 

In the past several years, numerous studies have examined 
public attitudes, beliefs, and acceptance of AVs with 
mixed results. Some studies find participants have positive 
sentiments about AVs (Penmetsa et al., 2019), while other 
studies find participants have neutral (Pettigrew et al., 
2018) or even negative opinions about AVs (Nielsen and 
Haustein, 2018). In several studies, even those participants 
who agreed that AVs would offer potential benefits and 
had an overall positive attitude towards AVs expressed 
concern about AV-related issues, such as system 
equipment failure and vehicle performance in unexpected 
situations (Schoettle and Sivak, 2014; Kyriakidis et al., 
2015; Cunningham et al., 2019a). Another major concern 
for participants, as reported by Liljamo et al. (2018), is 
AVs not responding with similar morals as the drivers 
when presented with dangerous situations. Although 
these studies provided great insights about public 

opinion toward AVs, most of them assessed only for fully 
automated vehicles. 

The study that AAA Foundation for Traffic Safety 
conducted in 2019 (Kim et al., 2019b) examined public 
understanding of and expectation about AVs and the 
rationales behind their distrust and discomfort toward 
vehicle automation. As a follow up to the study, this 
brief aims to examine people’s trust in, adoption of, and 
concerns about different levels of AVs. The results show 
that overall, people were more likely to trust lower-level 
AVs (Levels 2 and 3 (SAE International, 2018)) than 
higher-level AVs to reduce crashes, and more people 
preferred to own vehicles with lower levels of automation. 
Additionally, compared with those trusting AVs to prevent 
crashes, people who distrusted AVs were significantly 
more concerned about all AV-related potential issues, such 
as technology malfunctioning, drivers’ over-reliance on 
automation, technology distraction/annoyance, vehicle 
hacking, and data privacy. This exemplifies the importance 
of public education and training on AVs’ capabilities and 
limitations in order to increase public trust and reduce 
concern.

Methods

The data used for this study came from the Traffic Safety 
Culture Index, a national online survey annually conducted 
by AAA Foundation (AAA Foundation for Traffic Safety, 
2020b). In 2018, a set of questions inquiring about 
public understanding, expectations, and concerns across 
different levels of AVs (following SAE J3016 at that time 
(SAE International, 2016)) was added and are referred 
to as the Emerging Transportation Technology questions 
(ETT). Further details about the development of this 
questionnaire are available in two previous publications 
(Kim et al., 2019b; Kim et al., 2021).
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For these data, an online research panel was used 
to survey U.S. residents ages 16 or older in English 
and Spanish in the fall of 2019. The panelists were 
recruited based on standard probability-based random 
digit dial and address-based sampling methods to be 
representative of the U.S. household population. A total of 
3,511 respondents completed the survey. Weights applied 
to the survey data accounted for the probabilities of being 
selected as online panelists and as survey respondents, 
as well as non-response at both recruitment stages. 
Further, weights were adjusted to align respondents’ 
characteristics to those of the U.S. population.

As summarized in Table 1, 48% of the weighted data were 
male, 5% were under the age of 19, and 19% were 65 years 
or older.

This study conducted descriptive analyses with a 
Pearson’s Chi-squared test on weighted data and reported 
results on the following topics:

	■ Prevalence of public trust and adoption of 
automated vehicles in 2019 compared with 2018.

	■ Prevalence of public concerns about automated 
vehicles in 2019 compared with 2018.

	■ People’s concerns about automated vehicles in 
relation to their degree of AV trust.

Numerous studies have examined drivers’ trust of 
automated vehicles using a wide range of definitions 
and contexts (Raats et al., 2019; Ehsani et al., 2020). For 
example, Lee (2020) considered trust as “a multi-faceted 
term that mediates how people rely on, accept, and 
tolerate vehicle technology.” In the current study, trust 
was measured with the survey item “How much would 
you trust each level of technology to reduce the likelihood 
of a crash happening?” Further, adoption was measured 
by respondents’ preferred level of AV to own in the next 
couple of years, if cost was no barrier. 

Results

Public trust and adoption of automated vehicles
Table 2 shows that in general, people were more likely 
to trust lower-level AVs (Levels 2 and 3) than higher-
level AVs for crash prevention. The results showed no 
considerable changes between 2018 and 2019 overall. 
People between the ages of 25 and 39 were most likely to 
trust Level 5 (full driving automation), while people ages 
65 or older were least likely to trust Level 5. A noticeable 
change from 2018 to 2019 was found for the 19 to 24 age 
group—a decrease from 51% to 33% for trust of Level 4 
automation, while no considerable changes were found 
in other age groups. Also, more men than women trusted 
higher levels of automation (i.e., Levels 4 and 5) across 
both years.

With respect to adoption, overall, more respondents 
indicated that they were ‘most comfortable’ owning 
vehicles with lower levels of automation as shown in Table 
3. In relation to age, people in the youngest age group 
(<19) were more comfortable owning vehicles with higher 
levels of automation, while people in the oldest group 
(≥65) were more comfortable owning vehicles with lower 
levels of automation than those in other age groups. Men 
were more comfortable owning Levels 4 and 5 AVs than 
women, but both agreed they were most comfortable 
owning Level 0 (no automation) and Level 1 and least 
comfortable with Level 4. In 2019, compared with 2018, 
there was a substantial increase in respondents reporting 
they felt most comfortable owning vehicles with either 
no automation or just Level 1. This was especially true for 
the age group 19 to 24 years, an increase of 15 percentage 
points from 13% in 2018 to 28% in 2019.

Public concerns of automated vehicles in 
relation to their reported AV trust degree
Table 4 shows respondents’ level of concern regarding 
several automation-related issues. As shown, public 
concern about AV technology malfunctioning increased 
as the AV level increased—76% were extremely or very 
concerned about malfunction at Level 5 automation. 
Additionally, people indicated that expensive purchase 
prices were another major concern for Levels 4 and 5 AVs. 
For Level 3 vehicles, people’s top concern was drivers 
over-relying on the technology. Comparing results from 
2018 with 2019, people showed increased concern about 
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drivers’ over-reliance of Level 3 automation technology, 
whereas the concern about vehicle hacking in Level 4 
decreased considerably in 2019. 

Interestingly, people who reported distrusting AVs were 
significantly more concerned about all issues compared 
with those who reported trusting AVs, regardless of 
automation levels (see Figures 1 to 4). Over 80% of 
participants who distrusted Levels 2, 3, and 4 considered 
technology malfunctioning the greatest concern. 
Following this concern were drivers’ over-reliance and 
lack of driving control for these levels of automation. The 
top three concerns regarding Level 5 automation were 
no control of driving, technology malfunctioning, and no 
manual driving option. Paradoxically, among those who 
trusted Level 5 automation, having no control of driving 
and no manual driving option were the least reported 
concerns (see Figure 4). 

In contrast, the top concern for those who trusted AVs was 
the expensive purchase price across all AV levels, including 
Levels 3, 4, and 5 if these vehicles would become available 
on the market. For Level 4 automation, almost 70% of 
those who trusted this level expressed concerns about its 
future pricing, while only 30% of them were concerned 
about the technology being distracting and/or annoying 
(the least concern as shown in Figure 3). The second 
top concern among those who trusted AVs was the 
technology malfunctioning across all AV levels.

Discussion
Survey results from this work suggest that people are less 
likely to trust AV technologies for crash prevention as the 
automation levels increased; there were no considerable 
changes between 2018 and 2019. Similarly, more people 
prefer to own vehicles with lower automation levels, and 
the result was more pronounced in 2019 compared with 
2018. Many people reported that they trust AV technology 
to reduce crash risks but are uncomfortable owning them. 

An individual’s discomfort and reluctance with adopting 
higher level AVs could come from concerns such as 
technology failure, data privacy, cybersecurity, legal 
liability, and regulations (Cunningham et al., 2019b; Chen 
et al., 2020). One study (Kim et al., 2019a) reported that 
both the general public and experts in AV industries 
indicated safety attributes not only as the most important 
benefit, but also as the top concern for AV technologies. 
In the present work, both those who trusted and 
distrusted AVs to reduce crash risks noted technology 
malfunctioning as one of their top concerns. However, 
compared with those trusting AVs, people who distrusted 
AVs were significantly more concerned about all potential 
AV related issues across all levels. These included drivers’ 
over-reliance on automation, lack of or no driving control, 
technology distraction/annoyance, vehicle hacking, and 
data privacy. 

Regardless of AV level, purchase price was another major 
concern to most respondents when any AV level becomes 
available for sale. For example, for the fully automated 
vehicles—the ultimate goal of AV technology—even those 
who trusted these vehicles to reduce crash risks, rated 
purchase price as the top concern if they would become 
available for purchase. Kim et al. (2019a) also found the 
financial burden of the initial purchase and continued 
maintenance of AVs to be one of the main concerns by 
consumers in the general public. 

To reduce public concerns, stakeholders from academia, 
industry, and government have been making considerable 
efforts to educate the public on AVs’ capabilities as well 
as explaining their limitations. The AAA Foundation has 
also participated in these contributions by organizing 
multiple technical forums (AAA Foundation for Traffic 
Safety, 2018; 2019; 2020a) and conducting research on 
a variety of topics related to emerging technologies. 
For example, a recent AAA Foundation study examined 
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the impact of information on consumer understanding 
of Level 2 automation (Singer & Jenness, 2020). In this 
study, training that emphasized system capabilities led to 
greater confidence—and in some cases overconfidence—
in the system and higher likelihood of incorrect belief 
about system capabilities, compared with training 
that emphasized system limitations. Another study 
conducted by AAA Foundation and SAFER-SIM University 
Transportation Center examined the impact of drivers’ 
understanding of AV technologies on their performance 
and safety (Gaspar et al., 2020). This driving-simulator-
based study showed that drivers who had greater 
understanding (i.e., a strong mental model) of adaptive 
cruise control, a common advanced driver assistance 

system, used the technology more appropriately and had 
superior performance when dealing with some of the 
technology’s limitations, relative to those who had a weak 
mental model. 

The results from both studies suggest the importance of 
people understanding the functions as well as limitations 
of AV features for better performance and safety. As 
people gain more experience with and knowledge about 
AVs based on accurate and balanced information, they 
would develop “strong” mental models, which could 
also help ease AV-related concerns and, subsequently, 
potentially lead to higher trust and comfort in the 
technologies. 

Table 1. Survey respondents by age and sex

2019 n (unweighted) % (weighted)

Total 3,511 100

16–18 941 5

19–24 97 7

25–39 545 26

40–64 1,214 43

>=65 714 19

Male 1,767 48

Female 1,744 52

Table 2. Strongly/somewhat trust in AV to reduce crash occurrence (by age and sex)

2019 (∆*) Level 2 Level 3 Level 4 Level 5

Total 56% (+1 pp) 45% (+1 pp) 37% (+1 pp) 35% (+2 pp)

16–18 52% (−8 pp) 49% (−1 pp) 43% (0 pp) 40% (+1 pp)

19–24 66% (+4 pp) 48% (−2 pp) 33% (−18 pp) 32% (−3 pp)

25–39 57% (+4 pp) 50% (+6 pp) 45% (+3 pp) 43% (0 pp)

40–64 56% (+2 pp) 44% (0 pp) 34% (+2 pp) 34% (+3 pp)

>=65 55% (−2 pp) 42% (+3 pp) 36% (+4 pp) 26% (+4 pp)

Male 56% (+2 pp) 49% (+5 pp) 42% (+2 pp) 42% (+7 pp)

Female 56% (0 pp) 43% (0 pp) 34% (+1 pp) 29% (−2 pp)

Survey item: “How much would you trust each level of technology to reduce the likelihood of a crash happening?” with response options for ‘strongly trust’, ‘somewhat trust’, 
‘neither trust nor distrust’, ‘somewhat distrust’, and ‘strongly distrust’. 

*Numbers in ( ) indicate increases/decreases in percentage point compared with 2018 statistics.
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Table 3. Preferred automation level to own if cost was no barrier (by age and sex)

2019 (∆*) Level 0–1 Level 2 Level 3 Level 4 Level 5

Total 28% (+9 pp) 20% (−4 pp) 23% (−2 pp) 12% (−2 pp) 17% (0 pp)

16–18 22% (+7 pp) 16% (−5 pp) 21% (−5 pp) 17% (+3 pp) 24% (+1 pp)

19–24 28% (+15 pp) 13% (−11 pp) 33% (+6 pp) 7% (−12 pp) 19% (+2 pp)

25–39 22% (+5 pp) 18% (+1 pp) 20% (−4 pp) 19% (0 pp) 21% (−3 pp)

40–64 31% (+11 pp) 20% (−5 pp) 23% (−2 pp) 11% (−3 pp) 16% (0 pp)

>=65 32% (+7 pp) 25% (−7 pp) 22% (−3 pp) 8% (−1 pp) 12% (+4 pp)

Male 28% (+11 pp) 17% (−4 pp) 21% (−4 pp) 14% (−3 pp) 20% (0 pp)

Female 29% (+6 pp) 22% (−4 pp) 25% (−1 pp) 11% (−1 pp) 14% (0 pp)

Survey item: “If cost was no barrier and you could own a vehicle with any level of automated technology within the next couple of years, with what level would you be most 
comfortable?” with response options for ‘Levels 0 and 1’, ‘Level 2’, ‘Level 3’, ‘Level 4’, and ‘Level 5’. 

*Numbers in ( ) indicate increases/decreases in percentage point compared with 2018 statistics.

Table 4. Proportion of respondents extremely/very concerned about each potential concern

2019 (∆*) Level 2 Level 3 Level 4 Level 5

Technology Malfunction 60% (−1 pp) 68% (+2 pp) 71% (0 pp) 76% (+1 pp)

Over-Reliance 57% (+4 pp) 72% (+10 pp) 67% (+1 pp) NA

No Manual Driving Option NA NA NA 72% (+1 pp)

No/lack of Driving Control 44% (+2 pp) 53% (0 pp) 60% (+2 pp) 73% (+3 pp)

Purchase Price 57% (+1 pp) 66% (+5 pp) 68% (+2 pp) 74% (+2 pp)

Vehicle Hacking 54% (+4 pp) 60% (+2 pp) 46% (−17 pp) 69% (+1 pp)

Data Privacy 47% (+2 pp) 53% (+4 pp) 55% (+3 pp) 60% (+3 pp)

Distracting/Annoying 41% (+5 pp) 45% (+4 pp) 48% (−1 pp) NA

Confusion on How/When to Use 39% (+5 pp) 45% (+2 pp) 48% (+3 pp) NA

Survey item: “Please rate the following potential concerns of Level [2, 3, 4, 5] automated vehicle technology” with response options for ‘extremely concerned’, ‘very concerned’, 
‘moderately concerned’, ‘slightly concerned’, and ‘not concerned at all’. 

*Numbers in ( ) indicate increases/decreases in percentage point compared with 2018 statistics.
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Note: * indicates that statistics between groups were significantly different at a 0.05 significance level. 

Using the survey item “How much would you trust each level of technology to reduce the likelihood of a crash happening?” Trust includes those who responded to the question 
with ‘strongly trust’ or ‘somewhat trust’, Neutral includes those who responded with ‘neither trust nor distrust’, and Distrust includes those who responded with ‘somewhat distrust’ 
or ‘strongly distrust’.

Figure 1. Proportion of respondents who were concerned about Level 2 AVs issues, in relation to their AV trust degree 

Note: * indicates that statistics between groups were significantly different at a 0.05 significance level.

Using the survey item “How much would you trust each level of technology to reduce the likelihood of a crash happening?” Trust includes those who responded to the question 
with ‘strongly trust’ or ‘somewhat trust’, Neutral includes those who responded with ‘neither trust nor distrust’, and Distrust includes those who responded with ‘somewhat distrust’ 
or ‘strongly distrust’.

Figure 2. Proportion of respondents who were concerned about Level 3 AVs issues, in relation to their AV trust degree	
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Note: * indicates that statistics between groups were significantly different at a 0.05 significance level. 

Using the survey item “How much would you trust each level of technology to reduce the likelihood of a crash happening?” Trust includes those who responded to the question 
with ‘strongly trust’ or ‘somewhat trust’, Neutral includes those who responded with ‘neither trust nor distrust’, and Distrust includes those who responded with ‘somewhat distrust’ 
or ‘strongly distrust’.

Figure 3. Proportion of respondents who were concerned about Level 4 AVs issues, in relation to their AV trust degree		

Note: * indicates that statistics between groups were significantly different at a 0.05 significance level.

Using the survey item “How much would you trust each level of technology to reduce the likelihood of a crash happening?” Trust includes those who responded to the question 
with ‘strongly trust’ or ‘somewhat trust’, Neutral includes those who responded with ‘neither trust nor distrust’, and Distrust includes those who responded with ‘somewhat distrust’ 
or ‘strongly distrust’.

Figure 4. Proportion of respondents who were concerned about Level 5 AVs issues, in relation to their AV trust degree	
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